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ABSTRACT

The knowledge of a deep learning model may be transferred to

a student model, leading to intellectual property infringement or

vulnerability propagation. Detecting such knowledge reuse is non-

trivial because the suspect models may not be white-box accessible

and/or may serve different tasks. In this paper, we propose Mod-

elDiff, a testing-based approach to deep learning model similarity

comparison. Instead of directly comparing the weights, activations,

or outputs of two models, we compare their behavioral patterns

on the same set of test inputs. Specifically, the behavioral pattern

of a model is represented as a decision distance vector (DDV), in

which each element is the distance between the model’s reactions

to a pair of inputs. The knowledge similarity between two mod-

els is measured with the cosine similarity between their DDVs.

To evaluate ModelDiff, we created a benchmark that contains 144

pairs of models that cover most popular model reuse methods, in-

cluding transfer learning, model compression, and model stealing.

Our method achieved 91.7% correctness on the benchmark, which

demonstrates the effectiveness of using ModelDiff for model reuse

detection. A study on mobile deep learning apps has shown the

feasibility of ModelDiff on real-world models.

CCS CONCEPTS

· Security and privacy→ Software and application security; Digi-

tal rights management; · Software and its engineering→ Soft-

ware post-development issues.

KEYWORDS

Deep neural networks, similarity comparison, model reuse, intel-

lectual property, vulnerability propagation
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1 INTRODUCTION

Deep learning models (i.e. deep neural networks, or DNNs for short)

are increasingly deployed into various applications for a wide range

of tasks. Due to the difficulty of building accurate and efficient

models from scratch, various model reuse techniques have been

proposed to help developers build models based on existing models.

The knowledge of an existing model can be transferred to new

models that are tailored for different application scenarios and/or

resource constraints. For example, transfer learning [56] can be

used to adapt the existing models trained for one task to solve other

similar tasks. Model compression techniques [27] can convert a

large model to a smaller one to deploy in resource-constrained

environments while reserving reasonable accuracy. Due to the

great convenience and remarkable performance, these techniques

are increasingly used by deep learning developers today.

However, the ability of knowledge transfer also leads to con-

cerns about intellectual property (IP) and vulnerability propagation.

First, a deep learning model is usually an important property for a

company given the difficulty of training it [10]. Reusing a model

without authorization or license compliance would violate the IP

right. Second, some pretrained models may have security defects

(such as adversarial vulnerability [67], backdoors [40, 44], etc.), and

the models based on them may inherit the defects [13, 76]. Similar

problems exist in traditional programs where the code may be pla-

giarized or reused, and software similarity analysis [26, 60, 61] is

one of the most popular techniques to address such problems.

Analyzing the similarity between deep learning models involves

three key challenges. First, the models under comparison, especially

the suspect models built upon pretrained models are usually not

white-box accessible, since many of them are deployed on a server

and provided to customers through inference APIs. Second, even if

the models are available for structure or weight comparison, the

structural similarity does not necessarily mean knowledge similar-

ity: Two unrelated DNNs may have identical or similar structures,
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Figure 1: An illustration of the idea of ModelDiff tomeasure

knowledge similarity between DNN models.

since they may use the same public state-of-the-art model architec-

ture (e.g. ResNet, MobileNet, etc.). Meanwhile, two closely related

DNNs may have significantly different structures and weights, for

example when one is generated from another through knowledge

distillation. Third, the models that contain common knowledge

may appear quite different since they may use the knowledge for

different tasks (e.g. an object detection model built upon an image

classification model through transfer learning).

In this paper, we propose ModelDiff, a testing-based approach to

DNN model similarity comparison. Instead of directly comparing

the graph structures and weights that may be unavailable or incom-

parable, we compare the decision patterns of the models based on

how they respond to the same set of test inputs. Measuring knowl-

edge similarity from the testing perspective directly solves the first

two challenges stated above since it only requires black-box access

to the suspect models and no comparison of the internal structures

is needed. However, due to the third challenge (the models may

belong to different tasks), the test outputs of different models are

not directly comparable. Thus we introduce a new data structure,

named decision distance vector (DDV), to represent the decision

logic of a model on the test inputs. Each value in a DDV is the

distance between the outputs of the model produced by two inputs.

The insight behind DDVs is that two models would group the test

inputs with a similar pattern if their decision boundaries are similar.

Since the size of a DDV is only related to the number of inputs

used to test the model, the DDVs generated with the same set of

samples are comparable across different models. As a result, the

knowledge similarity between DNNs can be measured based on the

distance between their DDVs. An illustration of the idea is shown

in Figure 1.

To detect model reuse, a key problem of ModelDiff is how to

generate the test inputs that can represent the unique decision

pattern of a model that is exclusively shared by the models built

upon it. Using normal samples as test inputs is ineffective because

the normal inputs are usually processed by the common-sense

knowledge that is shared across unrelated models. For example,

feeding a normal cat image to different image classifiers would lead

to similar outputs, although the classifiers might be trained with

completely different datasets and algorithms.

Inspired by prior work on adversarial attack transferability [13,

15, 32], we use both normal and adversarial inputs to construct the

test inputs. The insight is that the normal inputs and adversarial

inputs are processed by the normal and imperfect knowledge of

a model respectively, while the decision boundary of the model

can be characterized by the combination of normal and imperfect

knowledge. Specifically, given two models under comparison, one

of them is selected as the target model and another is the suspect

model. The test inputs in ModelDiff are generated based on a set of

normal samples (named seed inputs) that lie in the input distribution

of the target model. We find an adversarial input for each seed input

by maximizing the divergence between the model’s predictions

on adversarial and normal inputs and the diversity of the model

predictions produced by the test inputs. Each adversarial input

and the corresponding normal input are paired to compute DDVs

that depict the decision boundary precisely and completely. Such

DDVs can capture the similarity between teacher and student model

because the decision boundaries are transferred during model reuse.

To evaluate our approach, we created a benchmark named Mod-

elReuse. ModelReuse contains 114 models generated from large

pretrained models using various model reuse techniques. Based on

these models, we obtained 144 pairs of models that have reused

knowledge, including 84 direct reuses (one is generated from an-

other using a single model reuse method) and 60 combined reuses

(one is generated from another using a combination of transfer

learning and model compression). We evaluated ModelDiff by ex-

amining whether it can be applied to detect these reuses (feasibility)

and whether it can correctly compute higher similarity scores for

the model pairs with reused knowledge (correctness).

ModelDiff could support meaningful comparison for all model

pairs inModelReuse benchmark and achieved an overall correctness

of 91.7%, which outperformed both the white-box and black-box

baseline methods that we created based on weight, feature map,

and fingerprint comparison.

To better understand the knowledge similarity measured with

ModelDiff, we further analyzed the relation between the similarity

score and the model accuracy. The result shows that the similarity

score computed by ModelDiff is in general proportional to model

accuracy, i.e. a higher similarity between two models typically

means more useful knowledge of one model is utilized by another,

leading to higher test accuracy.

Finally, to examine whether ModelDiff can be used to measure

model similarity in the wild, we collected 35 TFLite models from

20,000 real-world Android apps in Google Play and compared them

with a popular pretrained model using ModelDiff. Our method

was able to handle these real-world black-box models, and the

knowledge similarities measured for these models were consistent

with our manual inspection based on the model file names.

This paper makes the following key contributions:

(1) To the best of our knowledge, this is the first work that

systematically discusses the problem of DNN model reuse

detection, where the student model and teacher model may

be heterogeneous, black-box, and serving different tasks.
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(2) We introduce a benchmark named ModelReuse for model

reuse detection, which contains 144 models generated with

popular model reuse techniques with varying configurations.

(3) We propose ModelDiff, a testing-based method for model

similarity comparison. Our method achieved 91.7% correct-

ness on ModelReuse benchmark. Both the benchmark and

the tool will be released to the community.

2 BACKGROUND: DNN MODEL REUSE

Building an efficient and accurate DNN model from scratch is a

data-intensive and time-consuming task, thus it is common for

developers to build DNNs based on existing pretrained DNNs. This

sectionwill introduce transfer learning andmodel compression, two

widely-used techniques for adapting a DNNmodel to different tasks

and different resource constraints, and model stealing, a malicious

way to transfer the knowledge of a model. We call the models being

reused as teacher models and the models that inherent knowledge

from teacher models as student models.

2.1 Transfer Learning

Transfer learning aims to transfer the knowledge of a pretrained

teacher model to a student model used for a different but related

problem. For example, an image classifier that predicts the type

of animals in the input images can transfer knowledge to a more

specific classifier that predicts the breeds of cats, or to an object

detector that predicts the location of each animal in the image. The

reason why transfer learning is feasible is that DNNs trained for

similar tasks usually share a common feature extraction process. For

example, in computer vision, DNNs usually try to detect edges in

the earlier layers, shapes in the middle layer, and some task-specific

features in the later layers, thus the early and middle layers can

be shared for different tasks. Transfer learning was systematically

summarized by Pan et al. [56]. Today, transfer learning is widely

used in computer vision and natural language processing tasks

today thanks to the rapid advance of pretrained models in these

areas.

Themost straightforwardmethod to implement transfer learning

is fine-tuning. To fine-tune a model, developers first replace the

last layer of the teacher model with a customized layer whose

output shape is tailored for the developers’ task. Then the last few

layers in the new model are retrained with the (mostly small-scale)

training data in the application scenario. The weights in other

layers are fixed or slightly adjusted during retraining so that most

knowledge in the teacher model is preserved. Fine-tuning is also the

recommended way to implement transfer learning in the tutorials

of most deep learning frameworks.

2.2 Model Compression

Model compression is used to shrink a DNN model so that it can be

deployed to devices with limited storage memory and/or compu-

tation ability, such as smartphones, smart cameras, and vehicular

systems. The main techniques to implement model compression

include model quantization, pruning, and knowledge distillation.

Weight Quantization compresses model size and speeds up

inference by quantizing model weights to low-bit value [27]. A

common practice is to cut model weights from 32-bit floating-point

values to 8-bit integer values. Specifically, the floating-point weight

on one layer is scaled and shifted to an integer range and the

decimals are clipped. During inference, the weight is recovered by

the scale factor and shift factor and participates in the computation.

Model Pruning shrinks the model by slimming less-important

parts. There are two major pruning methods, including weight

pruning and channel pruning. Weight pruning [28] means to cut

weight connections by setting the weights to zero, which can lead

to higher computation speed with sparse matrix-based acceleration.

Channel pruning [39] refers to cut less-important output channels

of convolution layers to reduce the number of weights. Today,

the typical pipeline (also recommended in the tutorials of popular

deep learning frameworks) of model pruning involves three steps,

including training, weight pruning, and fine-tuning.

Knowledge Distillation [31] transfers model knowledge by

using the intermediate features and outputs of the teacher model

to train the student model. Ideally, the student model can achieve

comparable performance with the teacher model but with a much

smaller size and faster speed. Unlike transfer learning which trans-

fers knowledge from one task to another, knowledge distillation re-

quires the teacher and student to have the same label space (i.e. the

same task). Compared with other model compression methods,

knowledge distillation has the flexibility to customize the student

model architecture.

2.3 Model Stealing

An adversary can also steal the knowledge with only black-box

access to the teacher model [54, 71]. For example, most machine-

learning-as-a-service (MLaaS) platforms provide prediction APIs

instead of the whole models. An attacker can obtain training data

by continuously querying the prediction APIs, then use the training

data to train a new model. This method is similar to knowledge

distillation, while less effective in transferring knowledge since the

intermediate features are unused.

3 MOTIVATION AND GOAL

We are motivated by two issues related to model reuse, intellectual

property infringement and vulnerability propagation.

Intellectual Property Infringement. An accurate and effi-

cient DNN model is an important property of a company since

it involves much intellectual effort and computing resources. Train-

ing AlphaGo Zero from scratch costs around 35 million dollars in

computing power [11], and a recent NLP model is estimated to

cost about 4.6 million dollars to achieve the best accuracy [38]. The

total cost of inventing, building, and testing the models would be

much higher. Unauthorized reuse (e.g. using models protected by

non-commercial licenses for commercial purposes) or theft of such

models would be a severe violation of the IP rights [6, 25].

Vulnerability Propagation. DNN models are found to be vul-

nerable against various types of attacks, such as adversarial attacks

[22, 67] that can generate inputs that can lead to prediction errors

and backdoor attacks [23, 40, 44] that can control the output of

a model by injecting specific hidden logic into it. Recent studies

have found that these vulnerabilities are transferable [13], i.e. if the

teacher model has vulnerabilities that are known to attackers, the

student model may inherit the defective logic that can easily be
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exploited by the attackers. The transferability can be further im-

proved by tailoring more advanced attacks [18, 32, 62, 73, 76]. Once

a pretrained model is found vulnerable or malicious, it is important

to find and notify the apps based on the problematic model.

The two issues are widely-discussed and well-understood in

traditional software. For example, it is well-known that reusing

third-party software and open-source libraries may be subject to

code reuse licenses, and reusing buggy or vulnerable libraries may

lead to severe security incidents. Code reuse is an important topic

in software engineering research, and code similarity analysis [60,

61] is one of the most widely-used techniques to deal with such

problems.

As DNN models are rapidly gaining popularity and increasingly

used as core components in many software applications, we an-

ticipate that the IP and vulnerability propagation issues of DNNs

may also become non-negligible in the future. This motivates us to

investigate the problem of DNN knowledge similarity comparison:

Definition 1. (DNNknowledge similarity comparison)Given

two DNN models, the goal of DNN knowledge similarity comparison

to compute a similarity score estimating how likely one model is built

upon another using model reuse techniques such as transfer learning,

model compression, etc.

We assume that models under comparison have the same input

shape and similar input statistical distribution (e.g. both models

accept RGB images as inputs), which is true for most model reuse

methods today. In fact, two models would unlikely to have similar

knowledge if they deal with different types of inputs.

We identify three related challenges in DNN similarity analysis.

(1) Black-box Access. Unlike the program code that can be

decompiled from the applications for comparison, DNNs,

especially the suspect student DNNs are usually hosted on a

server or compressed into an irreversible format for better

accuracy and efficiency. Thus utilizing the internal structures

or intermediate representations for comparison is sometimes

infeasible.

(2) Model Heterogeneity. Even if the models are white-box

available, a student model built with the teacher model may

prune parameters or completely change the structure during

transfer learning or compression. Meanwhile, the similar-

ity between model structures does not mean knowledge

similarity, e.g. some state-of-the-art model architectures are

open-sourced and used by different developers for diverse

tasks.

(3) Task Difference. Comparing models based on their black-

box inference APIs is also not straight-forward as the models

may serve for different tasks. For example, a student model

may reuse the knowledge of an animal classifier to classify

medical images via transfer learning. Thus directly compar-

ing the model outputs may not be feasible.

These challenges make it impossible to adopt most traditional

code similarity analysis techniques that are based on graph (control-

flow graph, data-flow graph, abstract syntax tree, etc.) comparison

for model similarity analysis.

Table 1: Definition of symbols commonly used in this paper.

Symbol Meaning

𝑓 , 𝑔, ℎ DNN models under comparison

𝑓 ∼ 𝑔 One of 𝑓 and 𝑔 is reused from another

𝑋, 𝑥𝑖 Input set 𝑋 with 𝑖-th element 𝑥𝑖
XP, 𝑥𝑖 , 𝑥

′
𝑖 A list of input pairs XP with 𝑖-th pair 𝑥𝑖 , 𝑥

′
𝑖

𝑓 (𝑥𝑖 ) Output of model 𝑓 produced by input 𝑥𝑖
sim(𝑓 , 𝑔) Knowledge similarity between model 𝑓 and 𝑔

dist(𝑎, 𝑏) Distance between vector 𝑎 and 𝑏

DDV𝑓 Decision distance vector of model 𝑓

4 OUR APPROACH: MODELDIFF

We propose a testing-based method named ModelDiff for DNN

knowledge similarity comparison. The key idea is to interpret the

knowledge of a DNN with its reaction to a set of test inputs that can

be represented as a decision distance vector (DDV). The similarity

between models can be measured by comparing their DDVs com-

puted for the same set of inputs. Instead of the model structures,

weights, and outputs that are difficult or unavailable to compare,

the DDVs of different models are uniform and easy to obtain, which

addresses the challenges mentioned in Section 3. The symbols that

will be commonly used in this paper are shown in Table 1.

4.1 Approach Overview

The pipeline of knowledge similarity analysis inModelDiff is shown

in Figure 2. The main components of ModelDiff include a test in-

put generator, a decision pattern analyzer, and a vector similarity

comparator.

Given twoDNNmodels 𝑓 and𝑔, the test input generator first gen-

erates several input examples 𝑋 that can trigger diverse reactions

in the models, then the input examples are grouped into pairs XP

fed into the 𝑓 and 𝑔 one by one. For each input example 𝑥 ∈ 𝑋 , we

record the responses of both models to the input as 𝑓 (𝑥) and 𝑔(𝑥).

The overall decision logic of a model is represented as a decision

distance vector (DDV𝑓 and DDV𝑔 for 𝑓 and 𝑔 respectively). Finally,

the similarity between the two models is measured by computing

the distance between their DDVs. The following subsections will

explain the key components in detail.

4.2 Test Input Generation

The goal of test input generation is to create an input dataset that

can capture the decision logic shared by DNN models that contain

reused knowledge.

Given two models 𝑓 and 𝑔 under comparison, we first select

one model (say 𝑓 ) as the target model, and another model (𝑔) is

the suspect model. In most model comparison scenarios, one of

the models is white-box accessible (e.g. the IP owner’s model or a

public pretrained model), which should be selected as the target

model. A random one is selected if both models are black-box.

We assume there is a set of normal input samples 𝑋𝑠𝑒𝑒𝑑 avail-

able for the target model 𝑓 , which is reasonable since the model’s

prediction APIs are available and the functionalities are usually

known.
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Figure 2: The pipeline of ModelDiff to measure knowledge similarity between two models.

Directly using the normal inputs to extract the decision logic

of the models is problematic for our purpose, since the normal

inputs can only trigger normal knowledge that may be shared by

unrelated models. For example, suppose 𝑓 and 𝑔 are two irrelevant

image classifiers trained from scratch (i.e. there is no knowledge

reuse between them), 𝑥𝑐𝑎𝑡1 and 𝑥𝑐𝑎𝑡2 are two normal images of cat

and 𝑥𝑑𝑜𝑔 is a normal image of dog, then it is highly possible that:

dist(𝑓 (𝑥𝑐𝑎𝑡1), 𝑓 (𝑥𝑐𝑎𝑡2)) ≈ dist(𝑔(𝑥𝑐𝑎𝑡1), 𝑔(𝑥𝑐𝑎𝑡2)) ≈ 0

dist(𝑓 (𝑥𝑐𝑎𝑡1), 𝑓 (𝑥𝑑𝑜𝑔 )) ≈ dist(𝑔(𝑥𝑐𝑎𝑡1), 𝑔(𝑥𝑑𝑜𝑔 )) > 0

which means that the reaction patterns of 𝑓 and 𝑔 on the normal

inputs may be indistinguishable. Such similarity between the deci-

sion patterns is caused by the intrinsic features in the normal inputs

and the commonly-agreed labels of them - such knowledge of nor-

mal inputs is implied in the datasets and is obtained by different

(unrelated) models trained on the similar datasets.

Thus, to achieve our goal (model reuse detection), we ought to

generate test inputs that can trigger the model-specific knowledge

that is shared by models with knowledge reuse while not shared

by any other unrelated models.

Inspired by prior work on adversarial attacks [15, 62, 67] that

discovered the imperfect decision boundaries are one of the main

reasons for adversarial vulnerability, we attempt to address the

input generation problem from the decision boundary perspective.

We argue that the decision boundaries of models with reused

knowledge are similar. For example, in transfer learning, the deci-

sion boundary of the teacher model is copied into the student and

fine-tuned on the student dataset. The fine-tuning will not alter the

decision boundary significantly, instead, it only adjusts the decision

boundary to fit the student dataset. Similarly, other model reuse

methods like pruning and quantization are also designed to inherit

the decision boundary rather than changing it. Thus, if we can

precisely interpret the decision boundaries with the test inputs, it

will help identify the reusing relation between DNNs.

We combine adversarial inputs and normal inputs to create the

test inputs in ModelDiff. The intuition behind this idea is shown in

Figure 3. Specifically, for each normal input 𝑥𝑖 ∈ 𝑋 , we generate a

corresponding adversarial input 𝑥 ′𝑖 by adding small perturbation to

𝑥𝑖 . The normal input 𝑥𝑖 usually lies inside the decision boundary,

and the output produced by the normal input typically reflect the

general knowledge shared by similar but unrelated models. The

adversarial input 𝑥 ′𝑖 , on the other hand, lies around the decision

boundary and the corresponding output is mainly determined by

Decision 

boundary

Normal 

inputs

Adversarial 

inputs

Figure 3: Illustration of the decision boundary depicted by

normal and adversarial input pairs.

the model-specific imperfect decision boundary. By using each

other as a reference, the decision distance between normal and

adversarial inputs can convey the knowledge exclusively shared

between reused models, i.e.

dist(𝑓 (𝑥𝑖 ), 𝑓 (𝑥
′
𝑖 )) ≈ dist(𝑔(𝑥𝑖 ), 𝑔(𝑥

′
𝑖 )), 𝑖 𝑓 𝑓 ∼ 𝑔

dist(𝑓 (𝑥𝑖 ), 𝑓 (𝑥
′
𝑖 )) ≠ dist(𝑔(𝑥𝑖 ), 𝑔(𝑥

′
𝑖 )), 𝑖 𝑓 𝑛𝑜𝑡 𝑓 ∼ 𝑔

To generate the adversarial inputs 𝑋 ′ = {𝑥 ′𝑖 , 𝑥
′
2, ...} from the

normal inputs𝑋 = {𝑥𝑖 , 𝑥2, ...}, we introduce two criteria to measure

the quality of generated test inputs, including intra-input distance

that represents the element-wise distance between the outputs

produced by 𝑋 and 𝑋 ′ and inter-input diversity that represents the

diversity of outputs produced by 𝑋 ′.

divergence𝑓 (𝑋
′, 𝑋 ) = mean

𝑖=0,1,..., |𝑋 |

{

| |𝑓 (𝑥 ′𝑖 ) − 𝑓 (𝑥𝑖 ) | |2
}

diversity𝑓 (𝑋
′) = mean

𝑥 ′
𝑖
,𝑥 ′

𝑗
∈𝑋 ′

{

| |𝑓 (𝑥 ′𝑖 ) − 𝑓 (𝑥 ′𝑗 ) | |2
}

The implication is two-fold: First, divergence𝑓 (𝑋
′, 𝑋 ) implies the

strength of the adversarial inputs, i.e. the decision boundary de-

picted by𝑋 and𝑋 ′ are more transferable if divergence is larger. Sec-

ond, diversity𝑓 (𝑋
′) indicates the coverage of behaviors produced

by the inputs. There are more standard neuron coverage metrics

proposed by prior work [46, 57], but we use the output-based crite-

ria diversity𝑓 (𝑋
′) since we don’t assume the access to the model

internal structure. The quality score of a set of adversarial inputs

𝑋 ′ is measured by:

𝑠𝑐𝑜𝑟𝑒 (𝑋 ′) = divergence𝑓 (𝑋
′, 𝑋 ) + 𝜆 diversity𝑓 (𝑋

′) (1)

where 𝜆 is a hyperparameter to balance the two criteria.
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Algorithm 1: Black-box input generation in ModelDiff.

Input: 𝑓 : the target model, 𝑋 : the set of seed inputs, 𝜆, 𝜖 , 𝑁 :

hyperparameters to control divergence-diversity

balance, mutation strength, and number of iterations.

1 initialize inputs 𝑋 ′ ← 𝑋

2 initialize 𝑠𝑐𝑜𝑟𝑒 ← divergence𝑓 (𝑋,𝑋
′) + 𝜆 diversity𝑓 (𝑋

′)

3 for 𝑖 from 1 to 𝑁 do

4 compute divergence𝑓 (𝑋,𝑋
′) and diversity𝑓 (𝑋

′)

5 𝑖𝑛𝑑𝑖𝑐𝑒𝑠 ← 𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒
⋃

𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦

6 𝑝𝑜𝑠 ← 𝑟𝑎𝑛𝑑𝑜𝑚_𝑝𝑖𝑐𝑘 (𝑋 [0] .𝑠ℎ𝑎𝑝𝑒)

7 compute 𝑋 ′
𝑙𝑒 𝑓 𝑡

by adding −𝜖 to 𝑋 ′[𝑖𝑛𝑑𝑖𝑐𝑒𝑠] [𝑝𝑜𝑠]

8 compute 𝑋 ′
𝑟𝑖𝑔ℎ𝑡

by adding 𝜖 to 𝑋 ′[𝑖𝑛𝑑𝑖𝑐𝑒𝑠] [𝑝𝑜𝑠]

9 compute 𝑠𝑐𝑜𝑟𝑒𝑙𝑒 𝑓 𝑡 and 𝑠𝑐𝑜𝑟𝑒𝑟𝑖𝑔ℎ𝑡 using 𝑋
′
𝑙𝑒 𝑓 𝑡

and 𝑋 ′
𝑟𝑖𝑔ℎ𝑡

10 if 𝑠𝑐𝑜𝑟𝑒𝑙𝑒 𝑓 𝑡 > 𝑠𝑐𝑜𝑟𝑒 and 𝑠𝑐𝑜𝑟𝑒𝑙𝑒 𝑓 𝑡 > 𝑠𝑐𝑜𝑟𝑒𝑟𝑖𝑔ℎ𝑡 then

11 𝑋 ′ ← 𝑋 ′
𝑙𝑒 𝑓 𝑡

, 𝑠𝑐𝑜𝑟𝑒 ← 𝑠𝑐𝑜𝑟𝑒𝑙𝑒 𝑓 𝑡

12 else if 𝑠𝑐𝑜𝑟𝑒𝑟𝑖𝑔ℎ𝑡 > 𝑠𝑐𝑜𝑟𝑒 then

13 𝑋 ′ ← 𝑋 ′
𝑟𝑖𝑔ℎ𝑡

, 𝑠𝑐𝑜𝑟𝑒 ← 𝑠𝑐𝑜𝑟𝑒𝑟𝑖𝑔ℎ𝑡

14 return the generated test inputs 𝑋 ′

The goal of input generation is to find:

𝑋 ′ = argmax
𝑋 ′

𝑠𝑐𝑜𝑟𝑒 (𝑋 ′) (2)

There are several ways to solve Equation 2. If 𝑓 is white-box

accessible, the adversarial inputs can be generated through gradient

ascent [48, 67]. Specifically, we select a target output 𝑓 (𝑋 ′) that

maximizes Equation 2 and use the PGD attack [48] to generate 𝑋 ′

that can minimize the loss between 𝑓 (𝑋 ′) and 𝑓 (𝑋 ).

In cases where the target model is also black-box, we introduce

a criteria-guided search algorithm (as shown in Algorithm 1) to

generate test inputs for the model 𝑓 by gradually mutating the seed

inputs towards to the goal. The algorithm is inspired by prior work

on mutation testing [33] and black-box adversarial attack [14, 24]

while tailored for our objective in terms of mutation index selection

and mutation operation.

Given a target model 𝑓 and a set of seed inputs 𝑋 , we generate

the test inputs through 𝑁 mutating iterations. In each iteration,

we select a subset of input samples (named mutation inputs) in

𝑋 that are the primary cause of low divergence and low diversity

(line 6). 𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 are the indices of inputs where each 𝑗 ∈

𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 satisfies | |𝑓 (𝑥 ′𝑗 ) − 𝑓 (𝑥 𝑗 ) | |2 < divergence𝑓 (𝑋,𝑋
′),

i.e. the divergence between 𝑥 𝑗 and 𝑥
′
𝑗 is lower than the average thus

𝑥 ′𝑗 should be mutated. To compute 𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 , we first calculate

the distance | |𝑓 (𝑥 ′𝑗 ) − 𝑓 (𝑥
′
𝑘
) | |2 between each input pair 𝑥𝑘 , 𝑥𝑙 ∈ 𝑋

′.

The input pairs with smaller distances are more responsible for the

low diversity thus should be mutated. We set 𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 to the

indices of the first 𝑟 × 𝑛 input pairs, where 𝑟 is a hyperparameter

to control the size of 𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 . 𝑟 is set to 0.5 by default so that

𝐼𝑙𝑜𝑤_𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 will contain no more than 𝑛/2 indices.

After selecting the mutation inputs, we randomly pick a position

𝑝𝑜𝑠 in the input shape (e.g. a pixel in the input image) to perform

the mutation operation. We obtain two sets of inputs 𝑋 ′
𝑙𝑒 𝑓 𝑡

and

𝑋 ′
𝑟𝑖𝑔ℎ𝑡

that are generated by adding a small perturbation 𝜖 to or

subtracting 𝜖 from the mutation position 𝑝𝑜𝑠 in each mutation

input. We compute the scores for 𝑋 ′
𝑙𝑒 𝑓 𝑡

and 𝑋 ′
𝑟𝑖𝑔ℎ𝑡

respectively

with Equation 1 and update the test input set 𝑋 ′ if the score is

improved. The mutation process is repeated for 𝑁 iterations and

the final input set 𝑋 ′ is produced as the result of input generation.

4.3 Similarity Comparison

With the normal seed inputs 𝑋 and adversarial inputs 𝑋 ′ generated

in Section 4.2, we are able to compute the decision distance vectors

(DDVs) for the models under comparison.

First, the normal inputs𝑋 and adversarial inputs𝑋 ′ are combined

to form a list of input pairs XP = {(𝑥1, 𝑥
′
1), (𝑥2, 𝑥

′
2), ..., (𝑥𝑛, 𝑥

′
𝑛)},

where 𝑥𝑖 ∈ 𝑋 , 𝑥 ′𝑖 ∈ 𝑋 ′, and 𝑛 is the number of inputs in 𝑋 . The

decision distance vector (DDV) is defined as:

Definition 2. (Decision distance vector) Given a list of input

pairs XP, the decision distance vector (DDV) of a model 𝑓 is a float

vector DDV𝑓 (XP) =< 𝑣1, 𝑣2, ..., 𝑣𝑛 >, in which each element 𝑣𝑖 =

dist(𝑓 (𝑥𝑖 ), 𝑓 (𝑥
′
𝑖 )) is the distance between the responses of 𝑓 produced

by 𝑥𝑖 and 𝑥
′
𝑖 .

For each input pair, DDV measures the distance between the

outputs produced by the two inputs. Since the outputs are produced

by the same model, the outputs 𝑓 (𝑥𝑖 ) and 𝑓 (𝑥 ′𝑖 ) are comparable.

The distance metric dist is the Cosine distance here if 𝑓 (𝑥𝑖 ) is a 1-D

array (e.g. when 𝑓 is a classifier), since Cosine distance is good at

comparing different scales of vectors.

A DDV basically captures the decision pattern of a model on

the test inputs. If two models are similar, they would have similar

patterns when measuring the distance between each pair of test

inputs. The concept is analogous to testing two people with the

same quiz questions, they would give similar answers if they have

common knowledge.

The length of DDV equals to the number of input pairs in XP

used to compute the DDV. By using the same set of profiling input

pairs to compute the DDVs for different models, we are able to

generate DDVs with fixed length and common semantics. Thus

the DDVs are comparable across different models, and the model

similarity can be measured through DDV comparison. Specifically,

sim(𝑓 , 𝑔) = 𝐶𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (DDV𝑓 ,DDV𝑔 )

4.4 Threshold to Identify Model Reuse

The similarity score computed by ModelDiff is an indicator of how

likely a model is reused from another. However, in practice it is

usually desirable to have a threshold to decide whether it is a reuse.

Defining a global threshold is difficult because the range of sim-

ilarity scores may differ across various model types. Instead, we

opt for a data-driven model-specific threshold, i.e. when we want

to determine whether a suspect model 𝑔 is a reuse of the target

model 𝑓 , we first collect (or generate) several reference models

that are similar to 𝑓 but not built upon 𝑓 (e.g. models trained with

the same dataset of 𝑓 from scratch or built upon other pretrained

models). Then the threshold can be determined as the maximum

of the similarity scores obtained by the reference models. We will

show in Section 5.2 that such threshold is feasible and effective.
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5 EVALUATION

Our evaluation aims to address the following research questions:

(1) What is the performance of ModelDiff? Is it able to correctly

detect different types of model reuses? (ğ5.2)

(2) How effective are the inputs generated with mutations in

the complete black-box setting? (ğ5.3)

(3) How do different configurations of ModelDiff affect the sim-

ilarity comparison performance? (ğ5.4)

(4) Can ModelDiff be applied to real-world deep learning apps

to analyze model similarity? (ğ5.5)

5.1 Experiment Setup

TheModelReuse Benchmark. To evaluate our method, we create

a benchmark named ModelReuse for model similarity comparison.

We use state-of-the-art image classification models and datasets

that commonly appear in transfer learning literature to construct

the benchmark. The source models to transfer knowledge from are

ResNet18 [30] and MobileNetV2 [64] pretrained on ImageNet [16],

and the datasets to transfer knowledge into are Oxford Flowers 102

(Flower102 for short) [52] and Stanford Dogs 120 (Dog120 for short)

[35]. The other models are generated from the base models using

different model reuse methods with varying configurations.

The complete list of models included in ModelReuse is shown

in Table 2. In total we have 114 models, including 2 pretrained

source models, 84 student models (12 transferred + 36 pruned + 12

quantized + 12 distilled + 12 stolen), and 28 retrained models. Each

of the 84 student models is built from one of the two pretrained

source models, and the 28 retrained models are trained from scratch.

Based on the models, we obtain 144 pairs of similar models

(i.e. model pairs in which one model reuses the knowledge of an-

other model, and should be detected as similarity), including 84

direct-reuse model pairs and 60 combined-reuse model pairs. Each

direct-reuse model pair is a student model with its direct teacher

model. Each of the 60 combined-reuse model pairs is generated with

a combination of two reuse methods (transfer learning + model

compression) from the corresponding source model. Such combined

reuse is common in real-world deep learning applications where

both the task and the model size are customized.

Baselines. To our best knowledge, there is no existing work

aimed to address the same problem as ours. However, there are

similar concepts discussed in related fields such as transfer learn-

ing, watermarking, etc. Thus we implement several baselines for

comparison:

(1) WeightComparemeasures the model similarity directly based

on weight comparison. Specifically, the similarity between

model 𝑓 and 𝑔 is calculated by
#identical layers between f and g
𝑚𝑖𝑛 (#layers of f, #layers of g)

,

where two layers are identical if and only if their structures

and weights are the same.

(2) FeatureCompare compares the feature maps produced by the

same set of 𝑁 normal inputs. Suppose 𝑓 𝑓 𝑒𝑎𝑡 (𝑥) is the feature

map of the last Conv layer in model 𝑓 produced by input 𝑥 ,

then the model similarity between 𝑓 and 𝑔 is calculated by

𝑚𝑒𝑎𝑛𝑁𝑖=1{𝑐𝑜𝑠𝑖𝑛𝑒 (𝑓
𝑓 𝑒𝑎𝑡 (𝑥𝑖 ), 𝑔

𝑓 𝑒𝑎𝑡 (𝑥𝑖 ))}.

(3) Fingerprinting computes a fingerprint of the teacher model

and check the fingerprint against other models to measure

similarity. The idea [6, 45] is to fingerprint a model 𝑓 with a

set of adversarial inputs𝑋 and their predicted label𝑌𝑓 . Given

a new model 𝑔, the IP ownership is verified by checking

whether𝑌𝑔 ≈ 𝑌𝑓 . We use the same inputs as ours to compute

fingerprints and calculate model similarity as 𝑠𝑖𝑚(𝑌𝑓 , 𝑌𝑔 ).

WeightCompare and FeatureCompare are while-box methods since

they require reading the weights or feature maps. Fingerprinting is

a black-box method like ours. We also considered other baselines

such as directly comparing the model outputs (OutputCompare), but

since Fingerprinting is also based on output comparison, it should

be able to represent the performance of OutputCompare.

Implementation and Test Environment. ModelDiff was im-

plemented with PyTorch 1.3 and Tensorflow 2.0 using Python 3.6.

Unless otherwise noted, we assume the target model is white-box

accessible and the suspect model is black-box, and the test inputs

are generated using gradient ascent. The number of test inputs

was set to 100 and the hyperparameters 𝜆, 𝜖 and 𝑁 were set to 0.5,

0.06, and 20,000 by default in our implementation. The benchmark

dataset was generated on a GPU cluster, and the experiments were

conducted on a Linux Server with 2 Intel Xeon CPUs and 2 GeForce

GTX 1080Ti GPUs. It takes around 18 seconds for ModelDiff to

compare a pair of models.

5.2 Correctness on ModelReuse Benchmark

We first ran ModelDiff and the baseline methods on the ModelReuse

benchmark to test their performance of similarity comparison.

For each of the 144 reused model pairs in ModelReuse, we gen-

erate reference model pairs by randomly replacing one of the two

models with an unrelated one (e.g. a model with different source

model or a retrained model). Thus each reused model pair has

71 reference model pairs. When evaluating a model comparison

method, each reused model pair and its corresponding reference

model pairs are fed into the comparator, and the following two

metrics are computed for each method: Feasibility. Whether the

comparator can be used to compare the reused model pair.Correct-

ness. Whether the comparator can distinguish the reused model

pair from reference model pairs (i.e. whether the similarity score of

the reused model pair is higher than all reference model pairs).

The results are shown in Table 3. First of all, ModelDiff achieved

100% feasibility, meaning that ModelDiff can measure the similarity

between all types of models, including those with different model

architectures or output spaces, while all other baselines are not

100% feasible. Specifically, the white-box approaches are unable to

process models with different architecture, which is a disadvantage

since the cross-structure distillation techniques [31] are gaining

popularity. Fingerprinting is not designed for models with different

underlying tasks, thus was unable to detect any reuse related to

transfer learning.

ModelDiff achieved overall correctness of 91.7%, outperforming

all the other baseline methods including the white-box approach

FeatureCompare. Specifically, ModelDiff was able to precisely iden-

tify the reused models generated with all model reuse methods

except for stealing. FeatureCompare is also precise on most normal

reuses. However, the qualitative differences between FeatureCom-

pare andModelDiff are notable. First, FeatureCompare is a white-box

approach because it requires access to the intermediate feature of
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Table 2: The 114 models included in ModelReuse benchmark. The pretrained models are downloaded from the Internet. The

transferredmodels are built upon the pretrainedmodels. The pruned/quantized/distilled/stolenmodels are based on the trans-

ferred models. The retrained models are built from scratch. The ł#ž column is the number of models trained with the corre-

sponding method and configuration, and the łExamplesž column shows the names of some models in the category.

Method Configuration # How to generate Examples

Pre-training - 2
- Train ResNet18 and MobileNetV2 on ImageNet

dataset.

train(ResNet)

train(MbNet)

Transfer

learning

Tune 10% layer 4 - Transfer each source model to each target dataset

(Flower102 and Dog120), fine-tune the last 10% layers.

train(ResNet)-transfer(Flower102,0.1)

Tune 50% layers 4 - Transfer each source model to each target dataset,

fine-tune the last 50% layers.

train(MbNet)-transfer(Dog120,0.5)

Tune all layers 4 - Transfer each source model to each target dataset,

fine-tune all 100% layers.

train(MbNet)-transfer(Dog120,1.0)

Pruning Prune ratio 0.2 12 - Prune 20% weights in each transferred model and

fine-tune.

train(ResNet)-transfer(Dog120,0.5)-prune(0.2)

Prune ratio 0.5 12 - Prune 50% weights in each transferred model and

fine-tune.

train(MbNet)-transfer(Flower102,0.1)-prune(0.5)

Prune ratio 0.8 12 - Prune 80% weights in each transferred model and

fine-tune.

train(ResNet)-transfer(Dog120,1.0)-prune(0.8)

Quantization INT8 12 - Compress each transferred model using post-training

weight quantization.

train(ResNet)-transfer(Flower102,0.1)-quant

Knowledge

distillation

same arch 12 - Distill each transferred model to a target model with

the same architecture using feature distillation.

train(MbNet)-transfer(Dog120,0.5)-distill

Stealing different arch 12 - Use the output of each transferred model to train a

target model with different architecture.

train(ResNet)-transfer(Flower102,0.5)-steal(MbNet)

Retraining - 28

- Train ResNet18 and MobileNetV2 on each target

dataset from scratch. Use model reuse techniques to

generate more variations.

retrain(ResNet)

retrain(MbNet)-transfer(Flower102,0.5)

Table 3: The similarity comparison result of ModelDiff and other baselines on ModelReuse benchmark. Feas. and corr. are the

abbreviations of feasibility and correctness respectively.

Reuse method #Models
WeightCompare FeatureCompare Fingerprinting ModelDiff (ours)

Feas. Corr. Feas. Corr. Feas. Corr. Feas. Corr.

Direct reuse

Transfer - tune 10% 4 ✓ 100% ✓ 100% ✗ - ✓ 100%

Transfer - tune 50% 4 ✓ 100% ✓ 100% ✗ - ✓ 100%

Transfer - tune 100% 4 ✓ 0% ✓ 100% ✗ - ✓ 100%

Prune 20% 12 ✓ 0% ✓ 100% ✓ 100% ✓ 100%

Prune 50% 12 ✓ 0% ✓ 100% ✓ 100% ✓ 100%

Prune 80% 12 ✓ 0% ✓ 100% ✓ 66.7% ✓ 100%

Quantize 12 ✓ 100% ✓ 100% ✓ 100% ✓ 100%

Distill - same arch 12 ✓ 0% ✓ 50.0% ✓ 75.0% ✓ 100%

Steal - different arch 12 ✗ - ✗ - ✓ 0% ✓ 0%

Combined reuse

Transfer + prune 36 ✓ 0% ✓ 100% ✗ - ✓ 100%

Transfer + quantize 12 ✓ 66.7% ✓ 100% ✗ - ✓ 100%

Transfer + distill 12 ✓ 0% ✓ 50.0% ✗ - ✓ 100%

Overall 144 91.7% 21.2% 91.7% 90.9% 50.0% 73.6% 100% 91.7%

the compared models. Second, FeatureCompare assumes that the

compared models have a common feature layer for comparison.

However, finding the common layer between two models is non-

trivial or even impossible, especially if the suspect model is gener-

ated through knowledge distillation or modified purposely. Table 3

has showed that FeatureCompare was not as effective on models

generated with knowledge distillation that may lead to significant

internal feature change by retraining the weights from scratch.

The stolen models were difficult to detect with all methods. Steal-

ing a model is almost equivalent to retraining it, and the teacher
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Figure 4: The similarity score distribution of different reuse

methods. Blue dots and red crosses are the similarity scores

obtained by reused models and irrelevant models respec-

tively.

Figure 5: Relation between model similarity and test accu-

racy on Flower102 dataset.

model is only used to generate a training dataset. How to identify

models generated with stealing remains a challenging problem.

Figure 4 shows the distribution of the similarity scores computed

by ModelDiff on the ResNet-based models. In most model reuse

cases that ModelDiff can correctly detect, we observe a clear gap

between the scores achieved by the reused model pairs and the

reference model pairs, meaning it’s easy to identify reused models

with a threshold. The gap is smaller when the models are generated

with knowledge distillation, which is intuitive since distillation

would reset the model parameters rather than reuse the parameters

from the teacher, thus less decision boundaries are inherited.

To further interpret the similarity scores, we visualized the re-

lation between each student model’s similarity score and its test

accuracy in Figure 5.We noticed that the studentmodels with higher

accuracy typically have higher similarity scores, because more use-

ful knowledge is transferred from the teacher. The test accuracy

of the models generated with stealing attack is lower, meaning

that they didn’t reuse much useful knowledge although they are

harder to detect. Surprisingly, although some models (pruning 80%

Figure 6: Progressive correctness achieved with different

numbers of input mutations in complete black-box setting.

Table 4: The relative correctness of ModelDiff under differ-

ent configurations as compared to the default setting.

Variation Relative correctness

Random noise as seed inputs 0.59

Less (10) or more (200) seed inputs 0.82, 1.00

Irrelevant images as seed inputs 1.00

All normal inputs 0.61

All adversarial inputs 0.86

Without diversity 0.75

weights in MobileNet) didn’t inherit much useful knowledge from

the teacher (thus had a poor accuracy), we are still able to correctly

detect them.

5.3 Complete Black-box Setting

In complete black-box settings, both models under comparison

are black-box. Thus the test inputs can only be generated with

mutation (Algorithm 1) rather than gradient ascent. To evaluate

the performance of ModelDiff in this setting, we used the two

pretrained models (ResNet18 and MobileNetV2) to generate test

inputs, and measured the correctness achieved by the generated

inputs every 1,000 iterations. The result is shown in Figure 6.

At first, the correctness improved quickly as more mutations

were performed, since the generated inputs became better at depict-

ing the decision boundaries. The correctness went to 70%-80% with

roughly 20,000 to 60,000 mutations (which took around 1-3 hours),

meaning that ModelDiff was able to measure model similarity with

a reasonable accuracy in complete black-box settings. However,

the correctness started to drop when the number of mutations was

larger, because too manymutations had made the adversarial inputs

more transferable to other irrelevant models. In practice, we should

limit the number of mutations to avoid such issues. We leave more

stable and effective black-box generation of adversarial inputs that

are only transferable to reused models as future work.
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5.4 Configuration Analysis

Since the test inputs are critical in ModelDiff to precisely mea-

sure the knowledge similarity, we further analyzed how different

configurations of test inputs may affect the correctness on the 84

direct-reuse model pairs. The results are shown in Table 4.

The first three rows discuss the choice of seed inputs. The choice

of seed inputs is important for ModelDiff since using random noises

as the seed inputs or reducing the number of seed inputs would

lead to a correctness drop. However, ModelDiff performs well even

if the seed inputs are irrelevant images drawn from other datasets.

Thus ModelDiff only requires the inputs to comply with the input

distribution of the models under comparison.

The following two rows discuss how effective it is to measure

model similarity with normal inputs only or adversarial inputs

only. Both the two variations were unable to achieve performance

comparable to our default configuration (half adversarial inputs

and half normal inputs), which demonstrates the effectiveness of

ModelDiff in using adversarial inputs and corresponding normal

inputs together to interpret the models’ decision boundaries.

The last row discusses the usefulness of the diversity metric intro-

duced in Section 4.2. By removing the diversity of seed inputs and

disabling the diversity criterion in Equation 1, ModelDiff’s overall

correctness dropped by 25%. This demonstrates the usefulness of

considering test output diversity when generating test inputs.

5.5 A Study on Real-world Models

We further studied whether ModelDiff can be applied to measure

similarity for real-world models by testing it on models extracted

from real-world Android apps.

We selected MobileNet-V2 [64] pretrained on ImageNet [16] as

the source model due to its popularity in mobile apps. The pre-

trained MobileNet-V2 was obtained from Keras (https://keras.io/),

which is commonly used by app developers to download pretrained

models. The test inputs used by ModelDiff to measure knowledge

similarity were generated from the source model.

To obtain real-world models, we crawled 20,000 popular apps

from Google Play and looked for DNN models contained in those

apps. We focused on TFLite models since TFLite is the most popular

mobile deep learning framework today and .tflitemodel files are

self-contained and suitable for automated analysis. In the end, we

obtained 149 apps that contain at least a TFLite model. By excluding

the models whose input shape was different from the source model,

we obtained 35 models for comparison.

All the 35 models were successfully processed by ModelDiff to

compute DDVs with the test inputs. Since there is no ground truth

about whether each model is similar with the source model, we

were unable to compute the correctness like in Section 5.2. Instead,

we grouped the models into two categories based on whether the

model name contains łMobileNetž and examined whether the DDVs

computed for the models with łMobileNetž in name are closer

to the source model. The result shows that the DDVs of similar

models (e.g. the MobileNet-related models) are grouped close to

each other, which demonstrates the effectiveness of using DDVs to

measure model similarity. Such clustering ability of ModelDiff can

potentially be used to analyze model reuse relations at scale in an

unsupervised manner.

Figure 7: t-SNE visualization of the DDVs computed for 35

real-world mobile deep learning models.

6 RELATED WORK

6.1 Software Similarity Comparison

Our work is partly inspired by the line of research on code simi-

larity analysis, which has a long history since the emergence of

computer software [60, 61]. Existing work can be roughly classified

into metrics-based, text-based, graph-based, and semantic-based

approaches. The metrics-based approaches [5, 55] are mainly fo-

cused on computing some metrics from the software and measure

the similarity by comparing the metrics. Text-based approaches

[26, 42, 63, 65] view the code snippets as string sequences and com-

pare them using text similarity analysis techniques. Graph-based

approaches parse the programs into a uniform structure (such as ab-

stract syntax tree [4], control flow graph [7], program dependence

graph [37], UI transition graph [41], etc.) and identify isomorphism

between the trees or graphs. Some recent approaches consider the

semantics of code during similarity detection, with the help of

advanced NLP and ML techniques [43, 49, 75].

In cybersecurity research, binary code similarity comparison is

attractive due to its rich applications in patch analysis, plagiarism

detection, malware detection, and vulnerability search [17, 29, 50,

75]. Jiang et al. ’s work [34] is the closest to ours, which proposed

to compare the final states of two pieces of binary code given the

same input. If the pieces of code produce the same output, they are

considered equivalent. The same idea is later used in BLEX [19]

and MULTI-MH [58] for binary similarity detection. Although the

testing-based concept is similar to ours, we deal with DNN models

that may serve different tasks.

DNN model similarity has also been discussed in the AI and

machine learning field [36, 51, 59]. The main method is canonical

correlation analysis (CCA) and the primary purpose is to under-

stand the model internal representation rather than detect reuse.

Thus we did not compare with these approaches in this paper.

6.2 Model Intellectual Property Protection

To protect the IP right of a model, one way is to avoid model

exposure by encrypting it [21], putting it or part of it into enclaves

[70, 79], etc. Another way is to design mechanisms to enable model
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IP violation detection. Here we focus on the detection approaches,

including watermarking and fingerprinting.

A watermark for a DNN model is usually a marker covertly

embedded into the model’s weight or output. Weight watermarks

[8, 9, 72] are usually trained into the weights using a parameter

regularizer and verified by directly comparing the weights of the

intermediate layers. Output watermarks [1, 12, 20] are generated

by training the DNN model to predict certain outputs (or activation

values) on specific inputs, like a backdoor injected into the model.

These approaches have in common that the models are overfitted

on certain inputs, i.e. the watermarks are additional knowledge

inserted into the model rather than the intrinsic knowledge of the

model. Recent studies have found that the watermarks are not

robust against distillation [66] and retraining [3].

Unlike watermarking, fingerprinting approaches are focused on

post hoc detection of model reuse. For example, IPGuard [6] is

based on the observation that a DNN classifier can be uniquely

represented by its classification boundary. Specifically, they find

N data points around the classification boundary and use the data

points together with the predicted labels as the fingerprint. A sus-

pect model is examined by feeding the N data points and comparing

the predicted labels. An IP violation is detected if the suspect model

produces outputs similar to the source model. Lukas et al. [45] in-

troduced the concept of conferrable inputs, i.e. targeted adversarial

inputs that are transferable to surrogate models while not transfer-

able to reference models that are trained independently. A major

limitation of these approaches is that the outputs of source and

suspect model must be in the same label space in order to verify

the ownership, which is not true since the suspect models may be

transferred to different tasks.

The DDV in this paper can also be viewed as a model fingerprint.

However, our method has more broad applicability since we do not

require the models to have the same output space.

6.3 Test Input Generation for DNN

Prior to our work, DNN testing has been widely discussed [77]. The

primary goal of test input generation for DNNs is to measure or

improve the robustness of models to adversarial inputs. For exam-

ple, DeepXplore [57] introduced the concept of neuron coverage,

i.e. the ratio of neurons activated by a set of inputs, to describe the

adequacy of the input set in revealing the possible behaviors of the

model. DeepGauge [46] then extended the concept by considering

more fine-grained criteria. Various searching, mutating, and fuzzing

techniques [53, 68, 74] have also been proposed to generate test

inputs that can maximize the coverage metrics.

There are also other purposes of DNN testing. For example,

Ma et al. [47] proposed to debug model bugs. Zhang et al. [78] and

Aggarwal et al. [2] attempted to test model fairness. Tian et al. [69]

are focused on testing the confusion and bias errors in DNNs. In

this work, DNN testing is used for model reuse detection.

7 LIMITATIONS AND FUTUREWORK

Other Reuse Methods. There are many novel model reuse meth-

ods and many variations of existing model reuse methods intro-

duced every day. It is impossible to test all of them, and we only

considered the most representative and widely-used ones.

Models generated with other reuse methods may bypass our

detection, especially if the student model developers are malicious

and aware of our method. How to deal with malicious model reuse

methods (e.g. model stealing attack) still remains a open problem.

More fundamentally, how to rigorously define DNN knowledge

reuse and detect any form of it is an important direction to explore.

Models with Different Input Shapes. Since our method re-

quires testing the models under comparison with the same set of

inputs, it is not able to measure similarity for models with different

input shapes. Fortunately, in most model reuse cases, the models

with different input shapes are unlikely to be built from each other.

Other Model Types. Currently ModelDiff is only tested on

CNN models, while we believe the idea of interpreting a precise

and complete decision boundary is general across different types

of models. In the future we will try to adapt our method to other

types of models such as RNN and Transformers.

Distinguishing Teacher and Student. ModelDiff currently

does not distinguish the direction of model reuse, i.e. we are unable

to know which is the teacher model and which is the student given

two models with knowledge similarity. The ability to detect the

reuse direction would be important when one needs to decide the

IP ownership among similar models.

8 CONCLUSION

This paper introduces a method named ModelDiff for measuring

knowledge similarity between DNN models. The idea is based on

the insight that models with similar knowledge would group a set

of inputs in similar patterns, and the decision boundaries of a model

depicted by normal and adversarial input pairs are transferable to

its student models. Experiments have shown that our method can

achieve a high correctness on our benchmark built with popular

model reuse techniques. The source code is available at https://

github.com/ylimit/ModelDiff.
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