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ABSTRACT
While batch evaluation plays a central part in Information Retrieval
(IR) research, most evaluation metrics are based on user models
which mainly focus on browsing and clicking behaviors. As users’
perceived satisfaction may also be impacted by their search intent,
constructing dierent user models across various search intent may
help design better evaluation metrics. However, user intents are
usually unobservable in practice. As query reformulating behaviors
may reect their search intents to a certain extent and highly cor-
relate with users’ perceived satisfaction for a specic query, these
observable factors may be benecial for the design of evaluation
metrics. How to incorporate the search intent behind query re-
formulation into user behavior and satisfaction models remains
under-investigated. To investigate the relationships among query
reformulations, search intent, and user satisfaction, we explore a
publicly available web search dataset and nd that query reformu-
lations can be a good proxy for inferring user intent, and therefore,
reformulating actions may be benecial for designing better web
search eectiveness metrics. A group of Reformulation-Aware Met-
rics (RAMs) is then proposed to improve existing click model-based
metrics. Experimental results on two public session datasets have
shown that RAMs have signicantly higher correlations with user
satisfaction than existing evaluation metrics. In the robustness test,
we have found that RAMs can achieve good performance when only
a small proportion of satisfaction training labels are available. We
further show that RAMs can be directly applied in a new dataset for
oine evaluation once trained. This work shows the possibility of
designing better evaluation metrics by incorporating ne-grained
search context factors.

CCS CONCEPTS
• Information systems→ Retrieval eectiveness;
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1 INTRODUCTION
As batch evaluation plays an essential role in web search, how to
design better evaluation metrics has been a research focus for years.
Evaluation metrics usually embed a user model and output the
estimated satisfaction scores for users [3, 5, 26, 35, 40, 41]. Generally,
a user model simulates the browsing or clicking actions and helps
bridge the relationship between user behavior and satisfaction. The
estimated scores can be understood as the measurement of user
experience of a search process.

Besides browsing and clicking patterns, search intent may also
aect users’ perceived satisfaction to a certain extent [1]. As users
may reformulate their queries for several iterations to strive for
helpful information, their reformulating actions are highly corre-
lated with their shifted intents during this process. Therefore, query
reformulations can be a good surrogate for inferring user intent
and further help model satisfaction. An example is illustrated in
Figure 1. A user submits a query “Apple” in the last search round
and gets familiar with Apple Inc., and then they may also want
to know something about “Apple CEO” with a specialized intent.
After browsing the result titled “Tim Cook, Wikipedia”, they may
get more interested in Apple Inc. thus feels satised.

User satisfaction can be aected by both user browsing behavior
and their search intent. Therefore, to better estimate users’ per-
ceived satisfaction, we should design dierent evaluation metrics
for various search intent, respectively. However, user intents are
usually unobservable in realistic scenarios and should be inferred
according to observable factors. To this end, we would like to em-
ploy query reformulations as the proxy for characterizing user
intents to further improve user behavior models and evaluation
metrics. Some related work only took query reformulation as an
observable behavioral signal but did not consider the impact of
user intent on the following query [16, 21]. As there are close rela-
tionships between reformulations and user intent, we hypothesize
that query reformulations may be benecial for modeling users’
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Reformulation

Satisfaction

Browsing &
Clicking

Search Intent

II. Apple→Apple CEO

I. Having acquainted Apple Inc., want
to further know about Apple CEO.

III. Tim Cook, Wikipedia

IV. Getting more interested in
Apple Inc., feel satisfied.

Figure 1: Relationships among query reformulations, search
intent, browsing behavior, and query-level satisfaction (gray
ellipse: observable factor; white ellipse: latent factor; solid
arrow: direct impact; dashed arrow: indirect impact).

perceived satisfaction of the current query. To verify our hypothe-
sis, we attempt to incorporate user reformulations into web search
evaluation. Specically, we aim to address the following research
questions in this paper:

• RQ1: Can we nd evidence indicating that query reformula-
tion is a good surrogate for characterizing user intent and
satisfaction?
• RQ2: How can we incorporate query reformulations into
web search evaluation?
• RQ3: How do the proposed Reformulation-Aware Metrics
(RAMs) perform compared to the state-of-the-art IR metrics?

To shed light on the above research questions, we rst make
investigations on a public eld study dataset to ascertain the rela-
tionships among query reformulations, user intent, and satisfaction.
We then introduce a group of Reformulation-Aware Metrics (RAMs)
which inherits the framework of click model-based metrics to en-
hance query-level evaluation and adopts the multi-task learning
technique to automatically learn system parameters. Experimental
results on two public session datasets show that RAMs perform
signicantly better than state-of-the-art IR metrics in terms of
user satisfaction estimation. Extensive studies also demonstrate
the eectiveness of query reformulation information as well as the
robustness of RAMs.

In summary, our contributions of this work are listed as follows:

• We are the rst to incorporate user reformulation behavior
into web search evaluation.
• We propose a novel group of metrics, namely Reformulation-
Aware Metrics (RAMs). Constructed on top of click model-
based metrics, RAMs model various intents reected by user
reformulations and adopt the multi-task learning technique
to automatically learn optimal parameters and calibrate the
estimated satisfaction ratings.
• We show that RAMs can better correlate with user satisfac-
tion than existing metrics. Through ablation studies, we nd
that user reformulation information is essential in satisfac-
tion modeling. We also verify that RAMs can perform well
when only a small proportion of satisfaction labels are avail-
able or applied in a brand-new dataset for oine evaluation.

2 RELATEDWORK
2.1 Web Search Evaluation
Evaluation has always been the research focus in the IR community
as it determines whether a search system works well and may help
for further improvements. To automatically compare the eective-
ness of dierent search systems, numerous evaluation metrics have
been proposed based on the well-established Craneld evaluation
paradigm [12]. Under this paradigm, a test collection-based evalua-
tion with chosen metrics can simulate user behaviors on a search
system in a practical setting [32]. With this simulation, each evalua-
tion metric can output the measurement of users’ search experience
on a given result list. For example, RBP [26] assumes that users will
continue examining the search results with a xed probability from
top to bottom, based on the cascade hypothesis [13]. Besides RBP,
some other metrics also embed a specic user model, e.g., Expected
Reciprocal Rank (ERR) [5], Time-Biased Gain (TBG) [35], Expected
Browsing Utility (EBU) [40], U-measure [31], INST [3], Bejeweled
Player Model (BPM) [41], etc. To unify various user models, Moat
et al. [25] proposed the C/W/L framework, which describes three
related behavioral aspects: Continuation (C) probability, Weight
(W) function, and Last examining (L) probability. These metrics
have been widely used in dierent search scenarios and promote
the development of IR. However, most of them do not consider the
inuence of user intent on the perceived satisfaction and estimate
the same ratings for a given relevance (or usefulness) list. To better
model user satisfaction, we aim to use query reformulation behav-
ior as a proxy to characterize user intent and yield a group of more
personalized evaluation metrics.

2.2 User Query Reformulations
As query reformulation is a bottleneck in web search, a broad spec-
trum of research has focused on understanding user reformulating
actions in various search scenarios [7, 8, 17, 19, 28]. Based on a
search engine log, Huang and Efthimiadis [18] investigated vari-
ous reformulation strategies of search users by analyzing content
change, including word reorder, remove/add words, URL striping,
acronym, substring/superstring, abbreviation, etc. Besides the refor-
mulation content, Chen et al. [7] conducted a eld study and inves-
tigated the dierences in user behavior from more delicate aspects
such as the reformulation reason, interface, and the inspiration
source. Their work provides valuable insights into understanding
users’ complex search behavior as well as guidance for designing
better query suggestion techniques.

However, as an accessible contextual factor, reformulating ac-
tions have seldom been utilized for user modeling or satisfaction
estimating. For instance, Hassan et al. [16] found that users’ dissat-
isfaction towards the last query is highly correlated with the similar
reformed queries and the short reformulation time. Some existing
work also exploited the query change between two consecutive
queries to improve session search [15, 23]. To enhance the evalua-
tion of session search, Lipani et al. [21] introduced a new parameter
called balancer into RBP to quantify the balance between reformu-
lating queries and examining more results. Although previous work
has introduced the concept of reformulation, they do not directly
bridge the relationship between user behavior and their intents, i.e.,
to characterize user intent and perceived satisfaction with query
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reformulating actions. Therefore, we attempt to incorporate query
reformulations into web search evaluation.

3 REFORMULATION, SEARCH INTENT,
BROWSING, AND SATISFACTION

To answer RQ1, we explore the relationships between query refor-
mulations, search intent, browsing behavior, and satisfaction on
a public dataset released by Chen et al. [7]. This dataset contains
ne-grained information such as reformulation type, interface, rea-
son, and the corresponding inspiration source. We expect to nd
evidence showing that users’ query reformulating behavior is a
relevant contextual factor to their search intent or satisfaction. In
the case that there exist dierences in browsing patterns or user
perception of satisfaction across various reformulation types, we
can use query reformulation as a surrogate to better model user
intent and satisfaction.

3.1 Reformulation and Browsing & Clicks
Initially, we explore the dierences in user browsing behavior with
regard to intent-aware reformulation types. Here we adopt the re-
formulation taxonomy proposed in [7] and condense it into ve
main types: “Specication”, “Generalization”, “Synonym”, “Parallel
Shift”, and “New Topic”. Some types are merged into one as they
present similar intents, e.g., “Specication” vs. “Meronym” and
“Generalization” vs. “Holonym”. Distributions of 1) the maximum
click depth for a query as well as 2) the ∆maximum click depth com-
pared to the former query across reformulation types are presented
in Figure 2. As shown in Figure 2(a), we can observe that generally,
users will click deeper with a more specialized intent. On the other
hand, if their intent has shifted, they may only examine and click
the top two results. Users who narrow down the search scope may
be more interested in the search topic due to their cumulative gain
in previous search rounds; hence, they become more engaged in the
search process. From Figure 2(b), we nd that there are no signi-
cant dierences in the averaged ∆ maximum click depth after users
have taken various reformulating actions. However, the variance
is much smaller in the “New Topic” condition. These observations
imply that we should focus more on users’ intent shift.

(a) Maximum click depth. (b) ∆ maximum click depth.

Figure 2: Distribution on user clicks across various intent-
level reformulation types.

Besides clicks, the C/W/L framework [24, 25] has been proposed
to characterize user models with three related behavioral prob-
abilities: viewing, continuing, and stopping. Following previous
work [39], the distributions of continuation Ĉ(·), weight Ŵ (·), and
last examining L̂(·) vectors can be estimated from observed user

behavior as follows:
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where P̂(E
(s)
r = 1) denotes the estimated probability that a user

examines the r -th result in a specic query session s , and S is the set
of all query sessions. For simplicity, we use last clicks to estimate
this probability. Comparisons of estimated C/W/L vectors for each
reformulation type are presented in Figure 3. For all the reformu-
lation types, the continuation probability will rst increase and
then decrease. This is slightly dierent from the previous work [38]
which found the continuation probability will increase with the
rank. Considering that users are not likely to turn the result page,
there is a considerable decline for continuation at the bottom of
the rst page. Moreover, there are subtle dierences in all C/W/L
vectors among reformulation types, especially between the “New
topic” type and others. For the rst result, users with a specialized
intent may examine the next one with a probability of about 70%,
which is almost twice the probability in the “New topic” condition.
Similar trends are found in Figure 3(b) and 3(c). Generally speaking,
with a more specialized intent, users may engage more on all results
within the rst page. These ndings accord with those in Figure 2.

3.2 Reformulation and Satisfaction
As reformulating behaviors do not directly aect user satisfaction
for a specic query, we aim to gure out the relationship between
the two factors via several experiments. Here we hold two following
assumptions: 1) users will behave in dierent patterns after they
have act various reformulations, which may subsequently aect
their satisfaction, and 2) users who commit dierent reformulations
may have various information needs or expectations; therefore,
their perception of satisfaction is mainly aected by search intent.

To verify our assumptions, we set three experimental conditions
for several IR metrics and then evaluate these metrics by investigat-
ing the relationship between their accuracy and correlation with
satisfaction [22, 25, 33], e.g., calculating correlation coecients
such as Spearman’s ρ [36] and Pearson’s r [27]. Following the pre-
vious study [42], all the three conditions involve a bootstrapping
procedure, i.e., the experiments are conducted on 100 data samples
generated from the original data. We consider the following metrics:
1)metrics without parameters such as Precision, U-measure [31],
RR, and Average Precision (AP) [37]; 2) metrics with parameters
such as RBP [26], DCG [20], INST [3], INSQ [25], and BPM [41].
The three conditions are listed as follows:
• I: We tune all metrics with parameters according to the distances
between the estimated C/W/L and the observed vectors on the
training set by grid search, as done in the previous work [42]. To
this end, we utilize the cwl_eval [2] tool to generate theC(·),W (·),
and L(·) vectors for a specic metric with given parameter(s) and
report the expected utility (EU) as the outputs of metric scores.
For other details, we use the same settings as previous work [42].
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(a) Ĉ vector. (b) Ŵ vector. (c) L̂ vector.

Figure 3: The observed C/W/L vectors across various intent-level reformulation types (best viewed in color).

• II: Upon I, we rst tune all metrics based on the reformulation-
aware C/W/L losses. As the intents behind the reformulations are
unobservable, we use a well-dened syntactic-level taxonomy
(“Add”, “Delete”, “Keep”, “Transform”, “Others”, “First Query”) [7,
9] as the surrogate to distinguish various intents. For a specic
query, we apply a metric with the best parameter(s) against the
corresponding reformulation type and use the context-aware ex-
pected utility (CEU, the expected utility given the reformulation
action) as the metric score.
• III: On top of II, we further calibrate the metric scores with linear
regression based on the syntactic query reformulations:

Sat = aω ·CEU + bω

where Sat and ω denote the calibrated score and the observed
reformulation type for a query, respectively. aω and bω are the
hyperparameters needed to be estimated from the training set,
representing the slope and intercept for the regression of ω.
Experimental results for all metrics in the three conditions are

shown in Table 1. By comparing the results in each condition, we
have the following ndings. Firstly, CEUs correlate better with
user satisfaction than EUs in terms of Spearman’s ρ for almost all
metrics in at least one aspect in the C/W/L framework, especially
when using the W (weight) method. However, the improvements
in Pearson’s r are relatively marginal. This may imply that tuning
metrics with reformulations can boost the rank correlation between
the predicted satisfaction ratings and the true values. We suggest
that this linear correlation dependsmore on the score distribution of
a specicmetric. Therefore, it is hard to improve Pearson correlation
merely by tuning parameters for a metric. To exemplify this, we plot
the distribution of EU and CEU scores for RBP. As shown in Figure 4,
CEU yields atter distributions which have fewer peak values. In
this regard, CEU may alleviate the problem that metrics such as
RBP have poor discriminative power [30]. As for condition III, we
surprisingly nd considerable improvements for all metrics across
the C/W/L vectors in both ρ and r , indicating that users’ perceived
satisfactionmay accordwith the result list to dierent extents across
reformulation types. These results verify our two assumptions and
may provide guidance for designing better evaluation metrics.

3.3 Reformulation and Intent
All previous eorts merely use the query reformulating behaviors
as the surrogates for search intents (or intent shift). To explicitly
mine the relationships between the two factors, we calculate the
transition probabilities from the syntactic reformulation types to

Figure 4: Distribution of Expected Utility (EU) vs. Context-
aware Expected Utility (CEU) for RBP in the C/W/L frame-
work, respectively.

the ve aforementioned intent-level ones. The transition probability
matrix is presented in Table 2.

As we can observe, mapping relations for “Add”, “Delete”, and
“Repeat” types are more concentrated. Although the “Change” and
“Others” types can be mapped into several intent-level types, their
most likely intent and overall distribution are also dierent. The ve
query change types can be regarded as the coarse-grained intent
shift type. This transition relationship may be helpful in conditions
where annotations for intent are not available.

3.4 Summary
In this subsection, we summarize the ndings for RQ1 as follows:
• Query reformulation is an accessible yet useful contextual
factor that can reect user intent to a certain extent.
• Users behave dierently across various intent-level reformu-
lation types. Employing query reformulations as the surro-
gate of inferring intent may be benecial for user modeling.
• It is eective to tune traditional IR metrics and further cali-
brate them with syntactic reformulation types.
• As Context-aware Expected Utility (CEU) yields a atter and
more dense distribution than Expected Utility (EU), it can be
used to improve metrics with poor discriminative power.

4 REFORMULATION-AWARE METRICS
In this section, we would like to answer RQ2. As revealed in pre-
vious investigations, there are close relationships between query
reformulating behavior, search intent, browsing and click behavior,
and user satisfaction. To bridge these factors and incorporate query
reformulations into evaluation, we design the following three steps:
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Table 1: Meta-evaluation of various metrics on TianGong-Qref in three conditions. “4/O” and “N/H” indicate a statistically
signicant improvement or decline compared to the corresponding value in condition I at p < 0.05/0.01 level using a two-tailed
pairwise t-test with Bonferroni correction [34]. The signicance test is conducted over all bootstrapping samples. Spearman’s
ρ of metrics without parameters are listed as: Precision@10: 0.3944, U-measure (L=1000): 0.3946, RR: 0.4495, AP: 0.4667.

I II III
Metrics Parameters C W L C W L C W L

Spearman’s ρ

RBP p 0.4375 0.4361 0.4361 0.4405N 0.4447N 0.4435N 0.4728N 0.4731N 0.4730N
DCG b 0.4416 0.4374 0.4434 0.4464N 0.4421N 0.4424H 0.4744N 0.4704N 0.4737N
INST T 0.4413 0.4413 0.4396 0.4464N 0.4493N 0.4476N 0.4725N 0.4736N 0.4740N
INSQ T 0.4403 0.4403 0.4389 0.4448N 0.4472N 0.4455N 0.4717N 0.4732N 0.4744N
BPM-Static T/K 0.4552 0.4448 0.4180 0.4550 0.4506N 0.4181 0.4611N 0.4685N 0.4546N
BPM-Dynamic T/K 0.4244 0.4210 0.4180 0.4235H 0.4255N 0.4181 0.4558N 0.4599N 0.4546N

Pearson’s r

RBP p 0.4180 0.4193 0.4193 0.4200N 0.4220N 0.4207N 0.4745N 0.4749N 0.4751N
DCG b 0.4182 0.4174 0.4177 0.4199N 0.4178 0.4193N 0.4754N 0.4739N 0.4750N
INST T 0.4085 0.4085 0.4085 0.4045H 0.4030H 0.4088 0.4637N 0.4651N 0.4653N
INSQ T 0.4204 0.4204 0.4184 0.42154 0.42124 0.4209N 0.4757N 0.4763N 0.4746N
BPM-Static T/K 0.3635 0.3803 0.3915 0.3633 0.3868N 0.3915 0.4322N 0.4445N 0.4486N
BPM-Dynamic T/K 0.3571 0.3707 0.3915 0.3563H 0.3703 0.3915 0.4210N 0.4298N 0.4486N

Table 2: Transition probability matrix from syntactic-level
reformulation types (i.e., query change) to intent-level refor-
mulation types on TianGong-Qref dataset.
Intent←Syntactic Add Delete Change Repeat Others
Specication 0.8858 0.0806 0.3177 0.1057 0.0843
Generalization 0.0118 0.7630 0.0668 0.0081 0.0427

Synonym 0.0659 0.1185 0.1497 0.8618 0.0444
Parallel Shift 0.0335 0.0237 0.4276 0.0163 0.3383
New Topic 0.0029 0.0142 0.0382 0.0081 0.4903

1) intent selection, 2) click model modication, and 3) satisfaction cal-
ibration. Firstly, we select an intent for an observed reformulating
action. To model the diversity in user behavior under various in-
tents, we further introduce multiple intents into some click models
by adding intent-aware parameters. Following previous work [11],
we derive click model-based metrics and then calibrate the metric
scores over intents, mapping the normalized values into satisfaction
scores with specic scales. Our ultimate goal is to yield a group of
Reformulation-Aware Metrics (RAMs) that can be directly applied
in any search scenarios wherein query sequences submitted by
users are known (e.g., session search). In the following sections, we
will introduce the three steps, respectively.

4.1 Intent Selection
User intent is a latent factor which can not be directly observed. To
elaborate, we select intents for a given observed reformulation ω,
where ω ∈ Ω and Ω = {A,D,K,T ,O,F }, where A,D,K,T ,O,
and F stand for “Add”, “Delete”, “Keep” (or Repeat), “Transform”
(or Change), “Others”, and “First query”, respectively.

Given a reformulation action ω, we dene the probability that a
user is with the k-th intent type as iω,k :

P(I = Ik | ω) = iω,k , where
K∑
k=1

iω,k = 1 (4)

iω,k = somax(πω,k ) =
eπω,k∑K
j=1 e

πω, j
(5)

Where Ik denotes the k-th intent type and K is the total number
of considered intents. Note that to ensure the summation of iω,k
over k is 1, we make a softmax transformation and introduce a new
group of parameters πω,k , where πω,k ∈ R.

4.2 Click Model Modication
In this subsection, we would like to introduce multiple intents into
user models. Many evaluation metrics encapsulate assumptions
about user behavior, e.g., Rank-biased precision (RBP) [26] assumes
that users will continue examining the following result with a cer-
tain persistence θ . However, user models embedded in these metrics
are generally simplied and not necessarily realistic. A more intu-
itive way is to modify click models by considering dierent intents
and then derive the corresponding click model-based metrics [11].

Take DBN [6] as an example, letC/E/A/S/R/r /k/u/q denote Click,
Examination,Attractiveness, Satisfaction, Relevance, ranking position,
intent type, url, and query, we modify its assumptions as follows:

Cr = 1 ⇐⇒ Er = 1 and Ar = 1 (6)
P(Ar = 1) = αRur q (7)
P(E1 = 1) = 1 (8)

P(Er = 1 | Er−1 = 0) = 0 (9)
P(Sr = 1 | Cr = 1, I = Ik ) = σRur qk (10)

P(Er = 1 | Sr−1 = 1) = 0 (11)
P(Er = 1 | Er−1 = 1, Sr−1 = 0, I = Ik ) = γk (12)

The modications are: 1) we assign the attractiveness αRur q
with a xed value 2Rur q −1

2Rmax to support the oine evaluation; 2) we
assume that σ , the probability of a user being satised with a result
given that they have clicked on it, only depends on its relevance and
the intent type. This setting can handle unseen query-document
pairs and is also more reasonable than the original assumption
where σ only depends on the rank r ; 3) Finally, we categorize the
continuation probability γ with various intents.

Similarly, we can also modify other click models, e.g., SDBN,
UBM, and PBM. For SDBN, γk is xed to 1. For UBM and PBM, γr r ′
and γr should be replaced with γr r ′k and γrk , respectively.
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4.3 Satisfaction Calibration
To bridge user model and satisfaction, we derive click model-based
metrics in the light of the user model dened in the previous sub-
section. Empirically, we nd it eective to t metric scores across
dierent intent types via linear regression. Therefore, we also cali-
brate metric scores by learning the linear correlation coecient βk
and the interceptψk under each intent.

Following previous work [4, 11], we can distinguish utility-based
(uMetric) and eort-based satisfaction scores (rrMetric) with the
following instantiations:

uSat =
K∑
k=1

P (I = Ik ) · βk · (
N∑
r=1

P (Cr = 1 | I = Ik ) · Rr +ψk ) (13)

r rSat =
K∑
k=1

P (I = Ik ) · βk · (
N∑
r=1

P (Sr = 1 | I = Ik ) ·
1
r
+ψk )

=

K∑
k=1

iω,k βk · (
N∑
r=1

σRur qk · P (Cr = 1 | I = Ik ) ·
1
r
+ψk )

(14)

Here uSat represents the utility-based satisfaction score, and
rrSat represents the eort-based one. N is the number of docu-
ments we consider for a query. Note that the intent-aware click
probability P(Cr = 1 | I = Ik ) denotes the independent click proba-
bility P(Cr = 1) rather than the conditional one P(Cr = 1 | C<ru ).
These probabilities can be easily calculated based on the variable
dependencies of a specic click model [10].

4.4 Model Optimization
To t our model with both user behavior and satisfaction, we adopt
the multi-task learning technique. As for estimating the model
parameters, we would like to minimize a loss function f (Θ):

min
Θ

f (Θ), where f (Θ) = (1 − λ) · Lb + λLs , (15)

Lb = −
1
|S | · N

∑
s ∈S

log(
N∏
r=1

P(Cr = c
(s)
r | C

(s)
<r )) (16)

Ls =
1
|S |

∑
s ∈S
| | ˆsat (s) − sat (s) | |2 (17)

Here Lb and Ls denote the loss of tting user behavior and
satisfaction, respectively. S is the set of all query sessions, and
the superscript (s) denotes the corresponding value in a particular
query session s . Note that λ controls the trade-o in tting the
two facets, and Θ represents all parameters involved. For Lb , we
formulate it as the negative log-likelihood of user click behavior.
Here we factorize the log-likelihood of a click sequence into the
product of conditional click probabilities P(Cr = c

(s)
r | C

(s)
<r ). As

shown in Eq. 17, Ls is written as the Mean Square Error (MSE)
between the predicted satisfaction ˆsat (e.g., uSat or rrSat ) and the
true value sat .

5 EXPERIMENTS
In this section, we aim to investigate RQ3 by conducting a series
of experiments. We will rst briey introduce the experimental
setups in Section §5.1. Then in Section §5.2, we compare the overall
performance of RAMs with several state-of-the-art IR metrics in

Table 3: Basic statistics of two preprocessed datasets.
TianGong-Qref TianGong-SS-FSD

# sessions 2,353 664
# queries 7,479 3,342
# results per SERP 10 10
usefulness judgement 4-level 5-level
query-level satisfaction 5-level 5-level

terms of satisfaction estimation and user behavior prediction. To
further investigate the eectiveness of RAMs and the multi-task
learning technique, ablation study and robustness test have also
been conducted in Section §5.3 and §5.4. Lastly, we analyze the
learned parameters to verify the interpretability of RAMs.

5.1 Experimental Setup
5.1.1 Dataset. There exist several datasets which support the meta-
evaluation of IR metrics. Among them, we use TianGong-Qref [7]
and TianGong-SS-FSD [42], since they were both collected via
eld studies and may collect more realistic behavioral information
compared to lab-based user study. For simplicity, we denote the
two datasets as Qref and FSD in what follows. To facilitate the
application of RAMs, we only consider sessions with at least two
queries in the FSD dataset. In addition, we adopt the usefulness
labels as the relevance scores since only usefulness judgments are
available in the Qref dataset. As users usually pay more attention
to the rst result page, we truncate the result lists at a length of 10
and lter the rest of the results for both datasets. Basic statistics of
the two datasets after preprocessing are shown in Table 3.

5.1.2 Baselines andmeta-evaluation approaches. We compare RAMs
with DCG, RBP, and BPM as they outperform other metrics in our
previous experiments. For RAMs, we consider six variants: uDBN,
rrDBN, uSDBN, rrSDBN, uUBM and uPBM. Considering that UBM
and PBM do not involve the concept of satisfaction (S), we only
derive their corresponding utility-based metrics (uMetrics). In ad-
dition, we also train the variants of RAMs without considering
the query reformulations by setting the number of intents k = 1.
As RAMs need to be tuned with satisfaction labels, we also tune
DCG, RBP and BPM according to Spearman’s ρ correlation with
satisfaction on the training set (denoted as “w/ sat”). To ensure a
fair and robust comparison, we carefully tune all metrics and report
their best performance on the two datasets, respectively.

To evaluate the eectiveness of each metric, we delve into two
facets: I) satisfaction estimation and II) behavior prediction. For
I, we calculate the correlation coecients between the predicted
satisfaction ratings and the ground truth values, e.g., Spearman’s ρ,
Pearson’s r , and Mean Square Error for satisfaction (SAT MSE). For
II, we consider click perplexity (PPL) and the Mean Square Error
of the C/W/L vectors (C/W/L MSE). Since we x the attractiveness
in click models to mitigate the position bias, there may exist a dis-
crepancy between the predicted click probability and the real value.
This will cause very high PPL values. To this end, we ignore these
abnormal cases while calculating the click perplexity (i.e., a query
will be ltered if its negative log-likelihood for the click sequence
is higher than 50). As the global C/W/L vectors are coarse-grained,
we estimate the C/W/L vectors under each syntactic-level reformu-
lation type and then calculate the loss for a query according to the
query change. For theC(·) and L(·) vectors, we only consider the top
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nine positions because the 11-th result is unknown. Moreover, we
ignore the C vector for UBM and PBM since they assume that user
examination probabilities γr r ′ and γr do not depend on previous
user actions.

5.1.3 Bootstrapping. To obtain fair and robust evaluation results,
we generate 100 samples (each sample has a training set and a
testing set) for both datasets using the bootstrapping algorithm. For
each time, we randomly sample training queries from the whole
dataset with replacement until the training set has the same size
as the original data. Those queries not included in the training set
will then form a corresponding testing set. We will report averaged
experimental results and conduct the signicance tests over these
samples hereinafter.

5.1.4 Implementation details. Since it is non-trivial to calculate the
analytical solution for all parameters in RAMs, here we adopt the
Stochastic Gradient Descent (SGD) [29] algorithm to learn these
parameters. Compared to grid search [42], this approach is more
sophisticated and can be easily applied to models with multiple
parameters. As for the intent selection, we set k to six and initialize
the πω,k according to the transition probability in Table 2 on both
datasets. This technique can stabilize the training process in the
case that πω,k converges to similar values due to the symmetrical
characteristic. In addition, we test the performance of RAMs with
various λ and nd the best value 0.85. The initial learning rate is
selected from {0.01, 0.005, 0.001} and will be discounted with a rate
of 0.99 by each step. We stop the training process if the training loss
does not decrease after ve iterations.Without loss of generality, we
derive the updating formulas for four click models: DBN/SDBN [6],
UBM [14], and PBM [14]. To facilitate the reproductivity of our
results, we also release the source code for our experiments as well
as the derivative process for SGD in the link below 1.

5.2 Overall Performance
Table 4 systematically reports the performance of various metrics
on two datasets. Note that to control the Family-Wise Error Rate,
we calibrate all p-values with the Bonferroni Correction [34]. From
the comparison, we have serveral ndings:
• Among traditional metrics, BPM performs the best. We nd that
when tuning these metrics with satisfaction labels based on ρ,
their corresponding linear correlations may slightly decrease (es-
pecially for BPM). This indicates that there is a trade-o between
the rank and linear correlation in satisfaction prediction.
• RAMs signicantly outperform traditional metrics in terms of
satisfaction estimation. Among all RAMs, uDBN with reformu-
lation is substantially superior to other variants. Surprisingly, it
achieves an improvement of 6.62% and 6.60% on Spearman’s ρ
and Pearson’s r over the best baseline metrics in Qref dataset.
• Reformulation information is benecial for satisfaction estima-
tion since most RAMs perform worse when ignoring query re-
formulations. Besides the correlation coecients, the SAT MSEs
also reduce a lot when considering query reformulations. This
observation veries the assumptions we mentioned hereinbefore.
• We nd that there is no evident relationship between PPL and
C/W/L MSE. Comparing the second and the third row groups in

1https://github.com/xuanyuan14/Reformulation-Aware-Metrics

Table 4, we nd PPLs are slightly improved for uDBN and uS-
DBN, which demonstrates the consistency of user modeling and
satisfaction predicting. However, the C/W/L losses increase in all
metrics. We guess PPL can reect user behavior more accurately
than C/W/L vectors. As C/W/L vectors are derived over all cases,
they may be too coarse-grained to measure whether a system
can predict user behaviors accurately.
• Spearman’s ρ for rrMetrics are relatively higher when ignoring
query reformulations, which is also reasonable. As we use a linear
point-wise loss to t satisfaction, r and SAT MSE will be directly
optimized. If we replace it with a pairwise loss, then the Spearman
correlation may also be improved. From another point, RAMs
output more balanced scores, which will reduce the number of tie
cases. As we have only collected 5-scale satisfaction scores, the
Spearman’s ρ may decline when the score distribution is more
dense or balanced.

5.3 Ablation Study
To further investigate the eectiveness of reformulation informa-
tion and multi-task learning technique, we conduct an ablation
study for the best metric uDBN. Accordingly, we eliminate four
factors: 1) the transition probability matrix used to initialize πω,k
(denoted as “w/o neinit”), 2) Ls , 3) Lb , and 4) reformulation in-
formation. For 1), we would use a transition that mainly maps each
syntactic reformulation type into one intent. Note that RAMs with-
out Ls and query reformulations are equivalent to the original
version of corresponding click model-based metrics. As revealed
in Table 5, we nd the eectiveness of this transition matrix on
the Qref dataset in Spearman’s ρ. In contrast, only using a concen-
trated mapping relationship can also achieve good performance
on both datasets. This suggests that RAMs are still superior to tra-
ditional metrics by a large margin even without annotations for
intent-level reformulation type. We can also observe that Ls is
more important than Lb when incorporating user query reformu-
lations. However, PPL will increase to a certain extent if we ignore
user behavior. Lb and reformulations can be the regularizers to
avoid RAMs overtting user satisfaction.

5.4 Robustness Test
As satisfaction labels may not be available in all scenarios, it may
be hard for RAMs to be directly applied for oine evaluation if they
depend heavily on the satisfaction labels. To this end, we test the
performance of uDBN when using dierent sizes of training data.
From Figure 5, we nd that the satisfaction estimation performance
of uDBN is stable when trained on dierent sizes of data. According
to the central-limit theorem, the upper bound of the size for a boot-
strapping testing sample is about 1/e (≈ 0.3679) of the whole data
(or about half of the training set). However, uDBN can perform well
by using only 20% training queries, which is much smaller than the
testing set. Moreover, all boxes are over the average performance
of the corresponding best baseline metrics (blue dashed line). This
implies that RAMs can still achieve excellent performance by using
a small proportion of human satisfaction ratings.

A good metric should also be successfully applied in various
datasets with high robustness. To verify this, we train RAMs on the
FSD dataset and then test their performances on the Qref dataset.
Note that we can only conduct the transfer application from the FSD

https://github.com/xuanyuan14/Reformulation-Aware-Metrics
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Table 4: Comparison of variousmetrics in terms of overall performance on two datasets. “N” indicates a statistically signicant
improvement over the corresponding best baseline in Spearman’s ρ andPearson’s r atp < 0.001 level using a two-tailed pairwise
t-test, respectively. Note that we calibrate all p-values through Bonferroni correction [34].

TianGong-Qref TianGong-SS-FSD
ρ r PPL C/W/L MSE SAT MSE ρ r PPL C/W/L MSE SAT MSE

RBP 0.4375 0.4180 N/A N/A N/A 0.4898 0.5222 N/A N/A N/A
DCG 0.4434 0.4182 N/A N/A N/A 0.5022 0.5290 N/A N/A N/A
BPM 0.4552 0.3915 N/A N/A N/A 0.5801 0.6052 N/A N/A N/A
RBP w/ sat 0.4389 0.4170 N/A N/A N/A 0.5165 0.5527 N/A N/A N/A
DCG w/ sat 0.4446 0.4166 N/A N/A N/A 0.5047 0.5344 N/A N/A N/A
BPM w/ sat 0.4622 0.3674 N/A N/A N/A 0.5960 0.6029 N/A N/A N/A
rrDBN w/o reform 0.4498 0.3490 1.1150 0.7714/0.0840/0.1882 1.1857 0.6291N 0.5412 1.1663 0.7350/0.0743/0.1586 1.1023
rrSDBN w/o reform 0.4392 0.3457 1.1137 0.9554/0.1013/0.2416 1.1858 0.6289N 0.5644 1.1731 0.9845/0.0978/0.2293 1.0872
uUBM w/o reform 0.4488 0.3855 1.1481 n.a./0.0977/0.4175 1.1322 0.6198N 0.5582 1.1536 n.a./0.0424/0.3616 0.9175
uPBM w/o reform 0.4542 0.3954 1.1505 n.a./0.0516/0.1632 1.1091 0.6183N 0.5696 1.1506 n.a./0.097/0.0857 0.8909
uSDBN w/o reform 0.4494 0.4098 1.1161 0.9271/0.0966/0.2252 1.2000 0.6217N 0.5982 1.1652 0.9483/0.0915/0.2102 0.9002
uDBN w/o reform 0.4521 0.4136 1.1407 0.1196/0.0079/0.0235 1.1385 0.6223N 0.6110N 1.1689 0.2711/0.0239/0.0646 0.8472
rrDBN 0.4123 0.3670 1.1140 0.9473/0.1005/0.2405 1.1508 0.5908 0.5602 1.1667 0.7606/0.0768/0.1649 1.0767
rrSDBN 0.4177 0.3713 1.1141 0.9611/0.1018/0.2456 1.1413 0.5991N 0.5703 1.1736 0.9836/0.0975/0.2286 1.0524
uUBM 0.4812N 0.4303N 1.1663 n.a./0.9613/0.4981 1.0607 0.6242N 0.5775 1.1597 n.a./0.0462/0.3619 0.8795
uPBM 0.4827N 0.4369N 1.1647 n.a./0.0384/0.1471 1.0524 0.6210N 0.5846 1.1550 n.a./0.0095/0.0911 0.8644
uSDBN 0.4837N 0.4375N 1.1155 0.9345/0.0976/0.2294 1.1443 0.6290N 0.6081N 1.1652 0.9505/0.0921/0.2110 0.8840
uDBN 0.4928N 0.4458N 1.1341 0.1586/0.0093/0.0170 1.0801 0.6339N 0.6207N 1.1686 0.3270/0.0275/0.0638 0.8322

Table 5: Ablation study on the uDBN.
ρ r PPL SAT MSE

TianGong-Qref
uDBN w/o neinit 0.4890 0.4460 1.1275 1.0920
uDBN w/o <Ls + reform> 0.4350 0.3898 1.1141 1.6457
uDBN w/o Lb 0.4940 0.4437 1.1419 1.0816
uDBN w/o <Lb + reform> 0.4510 0.4120 1.1519 1.1361
uDBN 0.4928 0.4458 1.1341 1.0801
TianGong-SS-FSD
uDBN w/o neinit 0.6340 0.6214 1.1686 0.8330
uDBN w/o <Ls + reform> 0.6175 0.6036 1.1657 0.9504
uDBN w/o Lb 0.6355 0.6202 1.1710 0.8309
uDBN w/o <Lb + reform> 0.6258 0.6108 1.1717 0.8449
uDBN 0.6339 0.6207 1.1686 0.8322

(a) Spearman’s ρ . (b) Pearson’s r .

Figure 5: The inuence of data size on the performance of
uDBN in TianGong-Qref. The blue dashed line denotes the
average performance of the best baseline metric.

dataset to the Qref dataset because the maximum usefulness rating
is higher in the FSD dataset. From Table 6, we nd that uDBN and
uSDBN can still perform well on a brand-new dataset. In contrast,
uUBM and uPBM may perform worse when applied in a dierent
dataset. As uDBN/uSDBN can better t user behavior, it is less
likely for them to overt the satisfaction distribution of a specic
dataset. Therefore, it is essential to t user behavior to ensure the
robustness of evaluation metrics. In this regard, uDBN/uSDBN can

be easily used for oine evaluation in various search scenarios
with a similar scale of relevance or usefulness labels.

Table 6: Transfer application of RAMs from TianGong-SS-
FSD to TianGong-Qref.

Training \ Testing Qref ρ Qref r FSD ρ FSD r
uDBN-Qref 0.4928 0.4458 N/A N/A
uDBN-FSD 0.4891 0.4453 0.6339 0.6207
uSDBN-Qref 0.4837 0.4375 N/A N/A
uSDBN-FSD 0.4837 0.4375 0.6290 0.6081
uUBM-Qref 0.4812 0.4304 N/A N/A
uUBM-FSD 0.4695 0.4192 0.6242 0.5775
uPBM-Qref 0.4834 0.4220 N/A N/A
uPBM-FSD 0.4613 0.4251 0.6223 0.5772

5.5 Parameter Sensitivity & Analyses
In this subsection, wewould like to analyze the parameters in RAMs.
Firstly, we analyze the performance of uDBN with dierent λ on
the rst bootstrapping sample for both datasets in Figure 6. There is
a considerable improvement in performance when λ increases from
0 to 0.05, which indicates the importance of tting the satisfaction
annotations. Both Spearman’s ρ and Pearson’s r will gently rise
with the increase of λ. We nd that when λ = 0.85, uDBN achieves
the best performance on both datasets. If λ approximates 1, the
system will ignore the behavior information, which may raise the
risk of overtting the satisfaction ratings. When click PPL keeps
increasing, the metrics may be vulnerable and can hardly be applied
in other search scenarios where the distribution of user satisfaction
is totally dierent.

To further investigate the interpretability of RAMs, we visualize
the distribution of the learned βk (denotes the linear correlation
between metric scores and true satisfaction ratings), γk (represents
users’ patience to continue viewing the next result to some extent),
and σRk (the satisfaction probability given a result has been clicked)
on all bootstrapping samples. As shown in Figure 7(a), there exist
dierences in the distribution of βk across various intents. It is clear
that the βk values in the “New Topic” intent are notably higher than
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Figure 6: Parameter sensitivity of λ in uDBNon therst boot-
strapping sample for both datasets.

those in other intent-level reformulation types. This shows that
users’ perceived satisfaction is highly correlated with the scores
generated by click model-based metrics when their intents have
shifted. By contrast, if one generalizes her query, she will perceive a
stable level of satisfaction, i.e., with a smaller deviation. Search users
who submitted a generalized query may have lower expectations
for the SERP and hence can be easily satised. As for γk , there are
huge dierences across various intents. We can observe relatively
higher values in “Specication”, “Initial Query” and “Parallel Shift”
types and low values in “Synonym” and “New Topic” conditions.
The variance in the “Generalization” type is larger, indicating that
users’ patience may vary greatly across query cases if their search
intent is broader. They may nd that the current query is not appro-
priate and reformulate it very soon, while they may also continue
exploiting the page to discover more useful information. Previous
work [7] has summarized users’ search process into a two-phase
process: specialization→intent shift. Combining this rule with the
distributions in Figure 7(b), users’ patience may rst increase at the
beginning of a search session and then drop if they want to search
for something new. Finally, we nd that the averaged σ values
are higher for larger relevance R (Figure 7(d)), which accords with
our expectation. For R = 1, the values are higher in “Initial Query
(I)” and “New Topic (N)” conditions where user expectations can
be relatively lower. However, users with the same or generalized
intents will be highly satised with a clicked document when R = 2
(as presented in Figure 7(c)).

All in all, the learned parameters are reasonable. The dierences
of the distribution for each parameter across various intents have
also demonstrated the importance of modeling the intents behind
each query reformulating action.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we have proposed a novel group of Reformulation-
Aware Metrics (RAMs) to enhance the evaluation of any search
scenarios where query history is available. To the best of our knowl-
edge, this is the rst work that directly incorporates users’ query
reformulation behavior into web search evaluation metrics. For
RQ1, we investigated a public eld study dataset and found that
user reformulations are closely coupled with their instant intents
and perceived satisfaction. To introduce this factor into evaluation
(RQ2), we inherited the framework of click model-based metrics
and constructed a group of metrics that takes user reformulations
as the surrogate to model users’ various intents. Through exper-
imental results on two public datasets, we further answer RQ3

(a) uDBN βk . (b) uDBN γk .

(c) uDBN σR=2 . (d) uDBN σRk (best viewed in color).

Figure 7: Distribution of learned parameters of uDBN on the
TianGong-Qref dataset.

that RAMs can not only learn parameters automatically but also
have high robustness in terms of the transfer application and few-
label learning. Extensive experiments conducted on two session
datasets have shown that RAMs signicantly outperform other
state-of-the-art metrics in satisfaction estimation.

Our work may provide guidance for further research on design-
ing better eectiveness metrics. Firstly, it may be more appropriate
to employ sophisticated approaches such as SGD to better search
the parameter space compared to grid search. Secondly, besides
query reformulations, there may be other low-cost contextual fac-
tors that can expediently characterize various user intents. We can
further utilize these factors to model user behavioral patterns or
their perceived satisfaction, which is benecial for constructing
evaluation metrics. Last but not least, our experiments reveal that
there exist both consistency and contradiction between tting user
behavior and satisfaction. Previous work has found that tuning
traditional metrics with C/W/L vectors is eective [39, 42], which
shows the consistency between user behavior modeling and satis-
faction measurement of evaluation metrics. However, in our study,
we have observed the trade-o between tting user clicks and satis-
faction ratings. On the one hand, we conjecture that C/W/L vectors
represent the global distributions and may not precisely align with
user behaviors. Therefore, the C/W/L framework can be used to
tune the metrics but is not appropriate to measure whether a model
can predict user behavior accurately. On the other hand, for metrics
with high learning power such as RAMs, using a small proportion of
human satisfaction labels for model learning will greatly boost the
performance. Fitting user behavior is also essential as it guarantees
that RAMs will not overt user satisfaction, ensuring that they can
be directly applied in a new dataset once trained.

Our work is only a primary step of considering query reformu-
lating behavior in web search evaluation. In the future, user query
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reformulations may be further exploited to construct better session-
level evaluation metrics or personalized satisfaction models.
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